
 International Journal of Advanced and Applied Sciences, 3(4) 2016, Pages: 1‐6   
  

 
 

Contents lists available at Science‐Gate

International Journal of Advanced and Applied Sciences 
Journal homepage: http://www.science‐gate.com/IJAAS.html 

 

1 

 

Economic	evaluation	of	world	cities	based	on	factor	analysis	 Anita Bai  *, Swati Hira, P.S. Deshpande   
Department	of	Computer	Science	&	Engineering,	Visvesvaraya	National	Institute	of	Technology,	Nagpur,	India	
	A R T I C L E  I N F O   A B S T R A C T  
Article	history:	Received 20 February 2016 Received in revised form 5 May 2016 Accepted 7 May 2016	

The economic performance of a city is based on various parameters such as industrial, transport, financial, and health etc. It also helps to evaluate economic and financial growth of a city. This paper describes factor analysis application to perform a comprehensive analysis and to evaluate the economic development of 18 cities on 15 different parameters. The performance of our approach is evaluated using IMF dataset for 18 world cities and the result shows the economic status of cities. We saw that our calculated rank and the rank provided by world ranking list are almost similar which proves that the analysis of world cities economic evaluation is successfully based on factor analysis.   
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1.	Introduction *With the development of the economy, the competition between cities is increasing. We analyze the competitiveness between cities based on economic growth for a comprehensive, objective and systematic evaluation. Economic parameters play an important role in economic growth and it also affects economic performance of a country (Bai et al., 2015) which can be evaluated using various techniques such as ANOVA (Hair et al., 2006), Multidimensional modeling (Hira and Deshpande, 2012) etc. Every economic parameter interprets some valuable information from different aspects of evaluation, but there are certain relationships exist between parameters. This information will generate overlapping results during analysis process (Yuxiulin, 2006). Factor analysis method can be used to overcome these problems efficiently and provide level wise evaluation of economic development between cities. Economic development helps to improve the living standard of a city. A nation’s standard of living is determined by stability in the economic productivity that meets the test of international markets.  The main objective of our paper is to evaluate the level of economic competitiveness and to rank cities on the basis of the comprehensive analysis. It is reasonable to expect that this analysis supports private-public investment, economic-and political decisions, entrepreneurship and social progress etc. 
2.	Preliminaries:	Factor	analysis	

                                                 * Corresponding Author.  Email Address: anita.bai@students.vnit.ac.in (A. Bai) 

Factor analysis (Hair et al., 2006; Rencher, 2003) is used to uncover the latent structure (dimensions) of a set of variables. It reduces attribute space from a larger number of variables to a smaller number of factors. Factor analysis has a variety of applications such as an assessment of underlying relationships or dimensions in the data, and their placement of original variables with fewer, new variables.	The factor analysis model (Rencher, 2003; Wu and Zhang, 2003) expresses each variable as a linear combination of underlying common	 factors	 f1, f2,	 ...,	
fm, with an accompanying error term to account for that part of the variable that is unique (not in common with the other variables). For y1, y2,	...,	yp	in any observation vector y, the model is as follows:  ൜1ݕ −  μ1 = + 1݂ 11ߣ  ··· + 2݂ 12ߣ  + ݂݉ 1݉ߣ +  − 2ݕ1ߝ   μ2 = + 1݂ 21ߣ  ··· + 2݂ 22ߣ  + ݂݉ 2݉ߣ +   2ߝ 
yp	− µp	= λ	p1 f1 + λ	p2 f2 + ··· + λ	pm	fm	+ ε	p										(1)  Ideally, m	should be substantially smaller than p; otherwise we have not achieved a parsimonious description of the variables as functions of a few underlying factors. We might regard the f’s as random variables that engender the y’s. The coefficients λij	 are called loadings	 and serve as weights, showing how each yi	 individually depends on the f’s.  
3.	Data	normalization	and	preprocessing			

3.1.	Data		Yearly data on 15 economic parameters were obtained from the IMF Finance data (IMF, 1945) over the period 2008–2012 for the 18 cities (Hong Kong, New York, London, Singapore, San Francisco, 
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Sydney, Toronto, Los Angeles, Chicago, Shanghai, Tokyo, Seoul, Boston, Geneva, Dubai, Berlin, Moscow and Zurich). The data have been transformed to normalized form. Table 1, describes the IMF sample dataset use for further processing. 
	

Table	1: Sample dataset City/Series-specific Notes 2008 2009 2010 2011 2012GDP per capita 3,70,348.38 3,28,165.04 3,87,194.03 3,61,730.51 3,76,429.83 Gross national savings (% of GDP) 45.238 68.002 49.231 60.359 61.936Volume of Imports of goods and services (% change) 43.363 7.972 -14.844 88.078 17.292Retail sales (% change) 64.06 6.455 44.216 18.395 75.755Consumer price index (% change) 92.167 91.469 29.672 29.749 28.893Industrial production (% change) 34.762 52.198 28.938 98.499 20.883 
3.2.	Data	normalization	Data normalization is used for proper organization of data. We use ܼି௫ normalization method, which transforms the data to scale within the range of [0, 1]. ܺ = ሺܺ − ݉݅݊ሻ ሺ݉ܽݔ − ݉݅݊ሻ⁄                          (2) Where,  ܺ, result of the normalized value of parameter, ܺ, parameter data value to be normalized, max, upper bound of the parameter data value, min, lower bound of the parameter data value. 
4.	Evaluation	of	ranking	of	world	cities	This paper applies factor analysis on selected 18 cities data to perform a comprehensive evaluation of their economic growth. We use IBM SPSS software to calculate and analyze the correlation coefficient matrix of 15 parameters and these parameters having a strong correlation among them. Therefore, Factor analysis can be used to minimize and classify the total number of parameters.  
4.1.	Notations	This section describes the economic parameters used to evaluate the economic status of world cities. Here V1, V2, …, V15 describes the abbreviations used for parameters.  
• V1- Gross domestic product per capita current prices (National currency);  
• V2- Interest rate (National currency per current international dollar); 
• V3- Consumer price index (Percent change); 
• V4- Gross national savings (Percent of GDP); 
• V5- Volume of Imports of goods and services (Percent change) 
• V6- Volume of exports of goods and services (Percent change); 
• V7- Retail sales (Percent change); 
• V8- Education (Persons); 
• V9- Population (Persons); 
• V10 - Transportation (National currency); 
• V11 - General government total expenditure (National currency); 
• V12 - General government revenue (National currency); 

• V13 - General government structural balance (National currency); 
• V14 - Tax charges (National currency); 
•  V15- Industrial production (Percent change); Mostly economic development of cities is described in terms of above selected parameters. GDP is one of the primary indicators of a country's economic performance and used to measure the total output of a country. General government total expenditure is generally categorized into expenditures on administration, defense, internal security, population, unemployment, health, education, foreign affairs, etc. General government revenue is used to finance the goods and services delivered to citizens and businesses through government and to fulfill their redistribution. It also provides an indication of the importance of the public sector in the economy in terms of available financial resources. The government should focus on other economic parameters such as interest rates, gross national savings, retail sales, education, general government structural balance, tax charges etc. to determine economic status of cities.  
4.2.	Evaluation	of	correlation	coefficient	matrix		Data validity and reliability is a preliminary step before performing factor analysis (Lulu, 2010). Reliability indicates the consistent degree of measurement. We measure the reliability of the data using Cronbach coefficient α. Validity indicates the closeness of the measured values. We calculated validity using KMO and Bartlett’s test of Sphericity. KMO statistic is mainly used to test the simple and partial correlation between parameters, when the value of KMO is simple, indicating that these parameters are not suitable for factor analysis. Bartlett's test of Sphericity measures whether the parameters of the correlation matrix are independent or not. If the value of Bartlett's test of Sphericity is large, then reject the original hypothesis. It represents the parameters are related and can be used for factor analysis. We used IBM SPSS software to analyze reliability and validity of data. Results show that α coefficient value is 0.807 which presents data reliability as good. KMO statistic value is 0.712; indicating factor analysis is relatively suitable. The significance probability of Bartlett's test of Sphericity is 0.00 < 0.01, rejects the initial hypothesis which shows that 
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the parameters are related to each other, so factor analysis is suitable to apply. Table 2 represents the test results. 
4.3.	Evaluation	of	correlation	matrix	According to the correlation matrix shown in Table 3, it is analyzed that most of the parameters are strongly correlated, so it is essential to make use of factor analysis. 
4.4.	 Evaluation	 of	 Eigen	 value	 λi,	 correlation	
matrix	 for	 contribution	 rate	 of	 variance,	 and	
extracted	factors	

Table 4 represents Eigen value λi and correlation matrix for contribution rate of variance. We extract common factors using principal component analysis method. From Table 4, there are three common factors and their cumulative variance proportion has reached 89.206%. So we represent the whole amount of information using three selected common factors.  
Table	2: KMO and Bartlett's Test Kaiser-Meyer-Olkin Measure of Sampling Adequacy .712 

Bartlett's Test of Sphericity Chi-Square (Approx.) 336.404 df 74Sig. .000 
Table	3: Correlation matrix  V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15V1 1 0.59 0.29 0.77 0.81 0.23 0.53 0.53 0.17 0.58 0.75 0.51 0.37 0.42 0.53V2 0.59 1 0.73 0.63 0.67 0.52 0.62 0.58 0.35 0.65 0.64 0.87 0.41 0.45 0.52V3 0.29 0.73 1 0.88 0.45 0.79 0.57 0.52 0.27 0.59 0.53 0.43 0.98 0.46 0.52V4 0.77 0.63 0.88 1 0.76 0.73 0.99 0.96 0.68 0.99 0.89 0.78 0.69 0.79 0.90V5 0.81 0.67 0.45 0.76 1 0.85 0.71 0.75 0.35 0.79 0.93 0.70 0.53 0.61 0.76V6 0.23 0.52 0.79 0.73 0.85 1 0.72 0.70 0.28 0.75 0.79 0.66 0.82 0.54 0.65V7 0.53 0.62 0.57 0.99 0.71 0.72 1 0.95 0.67 0.97 0.83 0.77 0.68 0.77 0.96V8 0.53 0.58 0.52 0.96 0.75 0.70 0.95 1 0.65 0.94 0.87 0.73 0.62 0.74 0.85V9 0.17 0.35 0.27 0.68 0.35 0.28 0.67 0.65 1 0.63 0.53 0.41 0.36 0.87 0.56V10 0.58 0.66 0.59 0.99 0.79 0.75 0.97 0.94 0.63 1 0.91 0.80 0.70 0.80 0.93V11 0.75 0.64 0.53 0.89 0.93 0.79 0.83 0.87 0.53 0.91 1 0.73 0.63 0.74 0.90V12 0.51 0.87 0.43 0.78 0.70 0.66 0.77 0.73 0.41 0.80 0.73 1 0.52 0.59 0.67V13 0.37 0.41 0.98 0.69 0.53 0.82 0.68 0.62 0.36 0.70 0.63 0.52 1 0.52 0.62V14 0.42 0.45 0.46 0.79 0.61 0.54 0.77 0.74 0.87 0.80 0.74 0.59 0.52 1 0.73V15 0.53 0.52 0.52 0.90 0.76 0.65 0.96 0.85 0.56 0.93 0.90 0.67 0.62 0.73 1 

Table	4: Total variance explained Component
 Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings 

Total % of Variance  
Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative %  1 10.589 69.956 69.956 10.589 69.956 69.956 5.281 34.640 34.6402 1.624 9.592 78.988 1.624 9.592 78.988 4.745 32.436 66.7863 1.325 8.678  88.286 1.325 8.678 88.286 3.212 22.410 89.2064 .810 5.335 95.531 5 .353 2.985 96.405 6 .327 1.516 97.921 7 .155 1.164 98.026 8 .095 .468 99.653 9 .050 .270 99.913 10 .008 .050 99.973 11 .002 .012 99.994 12 .001 .006 99.999 13 7.677E-05 .003 100.000 14 1.341E-05 9.609E-05 100.000 15 -4.545E-16 -3.030E-15 100.000      Table 5 represents the communality of 15 parameters. The initial column values of 15 parameters from principal component analysis represent the communalities of the original parameters are 1. Extraction column values show the parameter communalities, calculated by three common factors. So we can confirm that the extracted common factors perform a good analysis of the 15 parameters. 

4.5.	Calculation	of	the	common	factors	as	rotated	
component	matrix	To explain the common factors, primary structure of Component Matrix should be understandable which requires the rotation of Component Matrix. The objective of the rotation is to place the axes close to as many points as possible. If there are 
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clusters of points (corresponding to groupings of 
y’s), we seek to move the axes in order to pass through or near these clusters. This would associate each group of parameters with a factor (axis) and make interpretation more objective. The resulting 

axes then represent the natural factors. That is, in some common factors all parameters have high loads, while in others smaller loads. We use Varimax with Kaiser Normalization method to obtain Rotated Component Matrix is shown in Table 6. 
	

Table	5: Parameters common level Communalities Initial Extraction Gross domestic product per capita current prices 1.000 .689 Interest rate 1.000 .737 Consumer price index 1.000 .964 Gross national savings 1.000 .957 Volume of Imports of goods and services 1.000 .877 Volume of exports of goods and services 1.000 .920 Retail sales 1.000 .926 Education 1.000 .898 Population 1.000 .902 General government revenue 1.000 .973 General government total expenditure 1.000 .924 Transportation 1.000 .770 General government structural balance 1.000 .987 Tax charges 1.000 .834 Industrial production 1.000 .824 
	

Table	6:	Factor loading matrix after rotation Rotated Component Matrix  Component1 2 3 Gross domestic product per capita current prices .827 .108 .145 Interest rate .819 .224 .140 Consumer price index .261 .198 .957 Gross national savings .559 .727 .373 Volume of Imports of goods and services .775 .299 .292 Volume of exports of goods and services .683 .204 .631 Retail sales .517 .715 .368 Education .523 .710 .327 Population .101 .927 .068 General government revenue .602 .691 .367 General government total expenditure .728 .531 .334 Transportation .761 .412 .228 General government structural balance .237 .308 .914 Tax charges .320 .875 .203 Industrial production .528 .655 .340  The Rotated Component Matrix can be analyzed from the following aspects: Taking the loading of the factors into consideration, the first key factor is mainly related to Gross domestic product per capita current prices, Interest rate, Volume of Imports of goods and services, Volume of exports of goods and services, General government total expenditure and Transportation. Second key factor is primarily related to Gross national savings, Retail Sales, Education, Population, General government revenue, Tax charges and Industrial production. Third key factor is related to Consumer price index and General Government structural balance. Here only the first three key factors were considered, because the total variance of the original parameters can be explained about 89.206% by the first three key factors. 
4.6.	Covariance	matrix	of	factor	score	

Table 7 indicates that the 3 common factors extracted are not related to each other, and represents a score covariance matrix in the form of unit matrix. 
4.7.	Visual	results	of	factor	analysis		Fig. 1 shows the Eigen value and the number of factors in the Y-axis and X-axis respectively. So we can observe that the Eigen values of the top 3 factors are higher than 1, the polyline is steep, and the line tends to be stable from the fourth factor. Thus 3 factors should be selected for visual observation.  

Table	7:	Component score covariance matrix Component 1 2 31 1.000 .000 .000 2 .000 1.000 0.000 3 .000 0.000 1.000  
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evaluation by factor analysis. Then we extract a number of common factors, and finally calculate rank according to their scores evaluated by comprehensive score model. From our analysis, we observed that our calculated rank list (New York, London, Hong Kong, Zurich, Singapore, Tokyo, Shanghai, Seoul, Geneva and San Francisco) and the rank provided by world ranking list (New York, London, Hong Kong, Singapore, Zurich, Tokyo, Seoul, Boston, Geneva and San Francisco) of top richest cities are almost similar. So from our analysis, we conclude that it is successful to apply factor analysis to evaluate the estimated rank of economically richest cities. Since the growth of an industry in any city depends upon its economy, so our approach will also help experts to analyze their growth in a city or to set up an industry and explore their business. Extracted factors make the country attractive for foreign direct investments, employment, higher education and technology. 
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